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Homework Problem 11.1.

(a) (𝑖) Let 𝑋,𝑌, 𝑍 be normed linear spaces and 𝐹 : 𝑋 → 𝑌 and𝐺 : 𝑌 → 𝑍 be Fréchet differentiable
at 𝑥 ∈ 𝑋 and 𝐹 (𝑥) ∈ 𝑌 , respectively. Show that𝐺 ◦ 𝐹 : 𝑋 → 𝑍 is Fréchet differentiable at 𝑥 .

(𝑖𝑖) Give an example of normed linear spaces 𝑋,𝑌, 𝑍 and functions 𝐹 : 𝑋 → 𝑌 and 𝐺 : 𝑌 → 𝑍 ,
that are Gâteaux differentiable at 𝑥 ∈ 𝑋 and 𝐹 (𝑥) ∈ 𝑌 , respectively, where 𝐺 ◦ 𝐹 is not
Gâteaux-differentiable at 𝑥 .

(b) Let 𝐹 : 𝑋 → 𝑌 be a function between two linear spaces 𝑋 and 𝑌 , and let ∥·∥𝑋 and ∥·∥𝑋 ′ as well
as ∥·∥𝑌 and ∥·∥𝑌 ′ be norms on 𝑋 and 𝑌 , respectively. Further, let 𝑥 ∈ 𝑋 .

(𝑖) Show that if 𝐹 is Fréchet differentiable with respect to ∥·∥𝑋 and ∥·∥𝑌 , then it is Fréchet
differentiable with respect to ∥·∥𝑋 ′ and ∥·∥𝑌 ′ , if ∥·∥𝑋 ′ is stronger than ∥·∥𝑋 and ∥·∥𝑌 ′ is
weaker than ∥·∥𝑌 .

(𝑖𝑖) Show that the operator 𝑢 ↦→ sin(𝑢) is Fréchet-differentiable as an operator from 𝐿𝑝1 (0, 1)
to 𝐿𝑝2 (0, 1) for 𝑝1, 𝑝2 ∈ [1,∞) if and only if 𝑝2 < 𝑝1.
Hint: Taylor’s theorem will be helpful. In the proof of differentiability, consider 𝑞 ⩾ 𝑝

2 . In
the counter example, consider step functions ℎ and 𝑢 = 0.

Solution.

(a) (𝑖) We show that the derivative of 𝐺 ◦ 𝐹 at 𝑥 is given by 𝐺 ′(𝐹 (𝑥))𝐹 ′(𝑥), as can be expected
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from a chain rule. To that end, note that for ℎ ∈ 𝑋 :

𝐺 (𝐹 (𝑥 + ℎ)) −𝐺 (𝐹 (𝑥)) −𝐺 ′(𝐹 (𝑥))𝐹 ′(𝑥)ℎ
=𝐺 (𝐹 (𝑥) + 𝐹 ′(𝑥)ℎ + 𝑟𝐹 (𝑥, ℎ)) −𝐺 (𝐹 (𝑥)) −𝐺 ′(𝐹 (𝑥))𝐹 ′(𝑥)ℎ
=𝐺 ′(𝐹 (𝑥))𝑟𝐹 (𝑥, ℎ) + 𝑟𝐺 (𝐹 (𝑥), 𝐹 ′(𝑥)ℎ + 𝑟𝐹 (𝑥, ℎ))

and therefore
∥𝐺 (𝐹 (𝑥 + ℎ)) −𝐺 (𝐹 (𝑥)) −𝐺 ′(𝐹 (𝑥))𝐹 ′(𝑥)ℎ∥𝑍

∥ℎ∥𝑋

=
∥𝐺 ′(𝐹 (𝑥))𝑟𝐹 (𝑥, ℎ) + 𝑟𝐺 (𝐹 (𝑥), 𝐹 ′(𝑥)ℎ + 𝑟𝐹 (𝑥, ℎ))∥𝑍

∥ℎ∥𝑋

⩽∥𝐺 ′(𝐹 (𝑥))∥ ∥𝑟𝐹 (𝑥, ℎ)∥𝑌∥ℎ∥𝑋
+ ∥𝑟𝐺 (𝐹 (𝑥), 𝐹 ′(𝑥)ℎ + 𝑟𝐹 (𝑥, ℎ))∥𝑍

∥ℎ∥𝑋

=∥𝐺 ′(𝐹 (𝑥))∥ ∥𝑟𝐹 (𝑥, ℎ)∥𝑌∥ℎ∥𝑋
+ ∥𝑟𝐺 (𝐹 (𝑥), 𝐹 ′(𝑥)ℎ + 𝑟𝐹 (𝑥, ℎ))∥𝑍

∥𝐹 ′(𝑥)ℎ + 𝑟𝐹 (𝑥, ℎ))∥𝑌
∥𝐹 ′(𝑥)ℎ + 𝑟𝐹 (𝑥, ℎ))∥𝑌

∥ℎ∥𝑋

⩽∥𝐺 ′(𝐹 (𝑥))∥ ∥𝑟𝐹 (𝑥, ℎ)∥𝑌∥ℎ∥𝑋
+ ∥𝑟𝐺 (𝐹 (𝑥), 𝐹 ′(𝑥)ℎ + 𝑟𝐹 (𝑥, ℎ))∥𝑍

∥𝐹 ′(𝑥)ℎ + 𝑟𝐹 (𝑥, ℎ))∥𝑌
∥𝐹 ′(𝑥)∥ ∥ℎ∥𝑋 + ∥𝑟𝐹 (𝑥, ℎ))∥𝑌

∥ℎ∥𝑋
with the right hand side term converging to 0 as ℎ to 0 because of the two Fréchet differen-
tiabilities assumed on the data.

(𝑖𝑖) Consider the functions 𝐹 : R2 → R and 𝐺 : R → R2 given by

𝐺 (𝑥1, 𝑥2) =
{
1 𝑥2 = 𝑥21 and 𝑥1 > 0
0 else

𝐹 (𝑥) = (𝑥, 𝑥2) .

At 𝑥 = 0, 𝐹 (𝑥) = (0, 0) with Fréchet derivative (1, 0)ᵀ and 𝐺 (𝐹 (𝑥)) = 𝐺 (0) = 0 with
Gâteaux derivative 𝐺 ′(0) = 0. However, 𝐺 ◦ 𝐹 is the Heaviside function that is not
directionally differentiable at 0.

(b) (𝑖) Simple use of the norm estimates gives us

∥𝐹 (𝑥 + ℎ) − 𝐹 (𝑥) − 𝐹 ′(𝑥)ℎ∥𝑌 ′

∥ℎ∥𝑋 ′
⩽ 𝐶𝑌

∥𝐹 (𝑥 + ℎ) − 𝐹 (𝑥) − 𝐹 ′(𝑥)ℎ∥𝑌
∥ℎ∥𝑋 ′

⩽
𝐶𝑌

𝐶𝑋

∥𝐹 (𝑥 + ℎ) − 𝐹 (𝑥) − 𝐹 ′(𝑥)ℎ∥𝑌
∥ℎ∥𝑋

∥ℎ∥𝑋 ′→0
−−−−−−−→ 0.

Note that ∥ℎ∥𝑋 ⩽ 𝐶𝑋 ∥ℎ∥𝑋 ′
∥ℎ∥𝑋 ′→0
−−−−−−−→ 0 .

(𝑖𝑖) The sin function is smooth as a function on the reals, any directional derivative of the
superposition operator therefore needs to coincide with this derivative in a pointwise sense.
From Taylor’s theorem, we know that

sin(𝑢 + ℎ) = sin(𝑢) + cos(𝑢) ℎ + 𝑟 (𝑢,ℎ).
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for all 𝑢,ℎ ∈ R. Applying this expansion at each point 𝑥 ∈ [0, 1] for functions 𝑢 (𝑥), ℎ(𝑥) ∈
𝐿𝑝1 , we therefore obtain

sin(𝑢 (𝑥) + ℎ(𝑥)) = sin(𝑢 (𝑥)) + cos(𝑢 (𝑥)) ℎ(𝑥) + 𝑟 (𝑢 (𝑥), ℎ(𝑥)) .

At the constant zero function 𝑢 = 0 and for ℎ𝜀 := 𝜒 [0,𝜀 ] and obtain that

𝑟 (0, ℎ𝜀 (𝑥)) = sin(ℎ𝜀 (𝑥)) − ℎ𝜀 (𝑥) = 𝐶ℎ𝜀 (𝑥) = 𝐶𝜒 [0,𝜀 ]

for a constant 𝐶 ∈ R. Accordingly

∥sin(0 + ℎ𝜀) − sin(0) − cos(0)ℎ𝜀 ∥𝐿𝑝2
∥ℎ𝜀 ∥𝐿𝑝1

=
∥𝑟 ∥𝐿𝑝2
∥ℎ𝜀 ∥𝐿𝑝1

=
∥𝐶ℎ𝜀 ∥𝐿𝑝2
∥ℎ𝜀 ∥𝐿𝑝1

=
∥𝐶𝜒 [0,𝜀 ] ∥𝐿𝑝2
∥𝜒 [0,𝜀 ] ∥𝐿𝑝1

= 𝑐𝜀
1
𝑝2

− 1
𝑝1 .

This shows the nondifferentiability at 0 for 𝑝2 ⩾ 𝑝1 because of non-zero-convergence with
𝜀 → 0.
When 𝑝2 < 𝑝1, the above is not a contradiction to Fréchet differentiability. Instead, we
note that from Taylor’s theorem, the boundedness of the first and second derivatives
as well as the Lipschitz continuity of sin, we obtain that there is a 𝐶 > 0 such that
|𝑟 (𝑢 (𝑥), ℎ(𝑥)) | ≤ 𝐶 |ℎ(𝑥) |2 and |𝑟 (𝑢 (𝑥), ℎ(𝑥)) | ≤ 𝐶 |ℎ(𝑥) | for arbitrary 𝑢,ℎ ∈ 𝐿𝑝1 . So if we
additionally assume that 𝑝2 ⩾ 𝑝1

2 , and therefore 1 <
𝑝1
𝑝2

⩽ 2, we therefore obtain that

|𝑟 (𝑢 (𝑥), ℎ(𝑥)) | ≤ 𝐶 |ℎ(𝑥) |
𝑝1
𝑝2 . Accordingly, we have that

∥𝑟 (𝑢,ℎ)∥𝑝
2

𝐿𝑝2
=

∫ 1

0
|𝑟 (𝑢 (𝑥), ℎ(𝑥)) |𝑝2 d𝑥 ⩽ 𝐶𝑝2

∫ 1

0
|ℎ |𝑝1 d𝑥 = 𝐶𝑝2 ∥ℎ∥𝑝

1

𝐿𝑝1
,

and therefore

∥sin(𝑢 + ℎ) − sin(𝑢) − cos(𝑢)ℎ∥𝐿𝑝2
∥ℎ∥𝐿𝑝1

=
∥𝑟 (𝑢,ℎ)∥𝐿𝑝2

∥ℎ∥𝐿𝑝1

⩽ 𝑐
∥ℎ∥

𝑝1
𝑝2
𝐿𝑝1

∥ℎ∥𝐿𝑝1

= 𝑐 ∥ℎ∥
𝑝1
𝑝2

−1
𝐿𝑝1

∥ℎ∥𝑝1→0
−−−−−−−→ 0.

When 𝑞 <
𝑝

2 , the result follows because of part (𝑖) of the exercise.

You are not expected to turn in your solutions.
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