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Homework Problem 5.1. (examples of operators and their norms)

Decide which of the following operators is a linear and bounded operator, and, if applicable, compute
their respective operator norm. Here, Ω is assumed to be an open, bounded subset of R𝑛 for an 𝑛 ∈ 𝑁

and [𝑎, 𝑏] is a non-degenerated interval in R for 𝑎, 𝑏 ∈ R.

(a) (𝐿2(Ω), ∥·∥𝐿2) ∋ 𝑓 ↦→ 𝑓 ∈ (𝐿2(Ω), ∥·∥𝐿2)
(b) (𝐿2(Ω), ∥·∥𝐿2) ∋ 𝑓 ↦→ 𝑓 ∈ (𝐿1(Ω), ∥·∥𝐿1)
(c) (𝐿6(Ω), ∥·∥𝐿6) ∋ 𝑓 ↦→ 𝑓 3 ∈ (𝐿2(Ω), ∥·∥𝐿2)
(d) (𝐶 ( [𝑎, 𝑏]), ∥·∥∞) ∋ 𝑓 ↦→ 𝑓 · 𝑔 ∈ (𝐶 ( [𝑎, 𝑏]), ∥·∥∞) for a fixed 𝑔 ∈ 𝐶 ( [𝑎, 𝑏])

(e) (𝐶 ( [𝑎, 𝑏]), ∥·∥∞) ∋ 𝑓 ↦→ 𝑓 −
∫ 𝑏

𝑎
𝑓 (𝑡) d𝑡 ∈ (𝐶 ( [𝑎, 𝑏]), ∥·∥∞)

(f) (𝑊 1,2(Ω), ∥·∥𝑊 1,2) ∋ 𝑓 ↦→ 𝑓 ′ ∈ (𝐿2(Ω), ∥·∥𝐿2) (mapping every function to its weak derivative)

Solution.

All operators are linear, so we need to examine boundedness of them all.

(a) The identity map has operator norm 1, as ∥ 𝑓 ∥𝐿2 ⩽ 1 ∥ 𝑓 ∥𝐿2 for all 𝑓 ∈ 𝐿2(Ω), of course, and any
𝑓 is an example showing that any constant lower than 1 is impossible.

(b) The Cauchy-Schwarz inequality yields that

∥ 𝑓 ∥𝐿1 =
∫
Ω
|𝑓 |1 d𝑥 = (𝑓 , 1)𝐿2 ⩽ ∥ 𝑓 ∥𝐿2 ∥1∥2 =

√︁
|Ω |∥ 𝑓 ∥𝐿2

showing that the operator is bounded and its norm is bounded by
√︁
|Ω |, whereas the constant 1
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function is an example showing, that this is in fact the norm, because

∥1∥𝐿1 =
∫
Ω
1 d𝑥 = |Ω | =

√︁
|Ω |

√︁
|Ω | =

√︁
|Ω |

√︄∫
Ω
12 d𝑥 =

√︁
|Ω |∥1∥𝐿2 .

(c) We have that

∥ 𝑓 3∥𝐿2 =

√︄∫
Ω
(𝑓 3(𝑥))2 d𝑥 =

√︄∫
Ω
𝑓 6(𝑥) d𝑥 = (∥ 𝑓 ∥𝐿6)3

so the sequence of constant functions that map any input to 𝑛 ∈ N shows that this is an
unbounded operator.

(d) We have that

∥ 𝑓 · 𝑔∥∞ = sup
𝑥∈[𝑎,𝑏 ]

𝑓 (𝑥) · 𝑔(𝑥) ≤ sup
𝑥∈[𝑎,𝑏 ]

𝑓 (𝑥) · sup
𝑥∈[𝑎,𝑏 ]

𝑔(𝑥) = ∥ 𝑓 ∥∞∥𝑔∥∞,

so the operator is bounded, and we actually obtain that its norm is ∥𝑔∥∞, as 𝑓 ≡ 1 shows.
(e) The operator maps a continuous function to the same function shifted by its integral value over

the same interval. We have that




𝑓 − ∫ 𝑏

𝑎

𝑓 (𝑠) d𝑠






∞
= sup

𝑥∈[𝑎,𝑏 ]

�����𝑓 − ∫ 𝑏

𝑎

𝑓 (𝑠) d𝑠
����� ⩽ sup

𝑥∈[𝑎,𝑏 ]
|𝑓 | +

�����∫ 𝑏

𝑎

𝑓 (𝑠) d𝑠
����� ⩽ ∥ 𝑓 ∥∞ + (𝑏 − 𝑎) ∥ 𝑓 ∥∞

= (1 + (𝑏 − 𝑎)) ∥ 𝑓 ∥∞,

showing that the operator is in fact bounded. Its norm turns out to be the constant 1+ (𝑏−𝑎) seen
above, because we can consider the family of continuous functions that are linear on [𝑎, 𝑎 + 𝜀]
and constant on the remainder of the interval defined by

𝑓𝜀 (𝑥) :=
{
−1 + 2𝑥−𝑎

𝜀
𝑥 ∈ [𝑎, 𝑎 + 𝜀]

1 𝑥 ∈ [𝑎 + 𝜀, 𝑏]
,

whose integral values are (𝑏 − 𝑎) − 𝜀 and whose minimum value (at 𝑎) is 1 + (𝑏 − 𝑎) − 𝜀.
This is an interesting example because here, there is no single continuous function where the
supremum/infimum in the definition of the operator norm is actually attained.

(f) This is a bounded operator, because

∥ 𝑓 ′∥𝐿2 =
√︃
∥ 𝑓 ′∥2

𝐿2
⩽
√︃
∥ 𝑓 ′∥2

𝐿2
+ ∥ 𝑓 ∥2

𝐿2
= ∥ 𝑓 ∥𝑊 1,2 .

The norm is in fact 1, as for any 𝑓 with 𝑓 ′, we can shift the values of 𝑓 up or down arbitrarily
without changing 𝑓 ′ to obtain an 𝑓 with ∥ 𝑓 ∥𝐿2 = 0.
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Homework Problem 5.2. (convergence in the operator norm implies pointwise convergence)

Suppose that 𝑋 and 𝑌 are normed linear spaces and
(
𝐴 (𝑘 ) ) is a sequence of bounded linear operators

𝑋 → 𝑌 . Show Lemma 4.6 of the lecture notes, i. e., that if 𝐴 (𝑘 ) converges to 𝐴 ∈ L(𝑋,𝑌 ) in the
operator norm, then 𝐴 (𝑘 ) (𝑥) converges to 𝐴(𝑥) for all 𝑥 ∈ 𝑋 .

Solution.

Let 𝑥 ∈ 𝑋 be given arbitrarily. Then

∥𝐴 (𝑘 ) (𝑥) −𝐴(𝑥)∥𝑌 = ∥𝐴 (𝑘 ) −𝐴∥L(𝑋,𝑌 ) ∥𝑥 ∥𝑋
𝑘→∞−−−−→ 0.

Homework Problem 5.3. (boundedness is continuity)

Suppose that 𝑋 and 𝑌 are normed linear spaces and 𝐴 : 𝑋 → 𝑌 is a linear operator. Prove Lemma 4.5
of the lecture notes, i. e., the equivalence of the following statements:

(a) 𝐴 is continuous at 0.
(b) 𝐴 is continuous on 𝑋 .
(c) 𝐴 is Lipschitz continuous.
(d) 𝐴 is bounded.

Solution.

The fact that statement (c)⇒ statement (b)⇒ statement (a) is well known from basic analysis classes.

To show that statement (a)⇒ statement (d), let 𝜀 and 𝛿 be positive real numbers from the corresponding
definition of continuity at 0 be given. Then for all 𝑥 ≠ 0, we have that

∥𝐴(𝑥)∥𝑌 =
∥𝑥 ∥𝑋
𝛿





𝐴 (
𝛿𝑥

∥𝑥 ∥ − 0
)





𝑌

≤ ∥𝑥 ∥𝑋
𝛿

𝜀 =
𝜀

𝛿︸︷︷︸
=:𝑐

∥𝑥 ∥𝑋 ,

while obviously 𝐴(0) = 0 because of linearity.

Now, from boundedness (statement (d)), we show Lipschitz continuity (statement (c)) by choosing
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𝑥1, 𝑥2 from 𝑋 , arbitrarily and obtain that

∥𝐴(𝑥1) −𝐴(𝑥2)∥𝑌 = ∥𝐴(𝑥1 − 𝑥2)∥𝑌 = ∥𝐴∥L(𝑋,𝑌 )︸      ︷︷      ︸
=:𝐿

∥𝑥1 − 𝑥2∥𝑋 .

Homework Problem 5.4. (composition of bounded linear operators)

Suppose that 𝑋 , 𝑌 and 𝑍 are normed linear spaces and 𝐵 : 𝑌 → 𝑍 as well as 𝐴 : 𝑋 → 𝑌 are bounded
linear operators. Show that 𝐵 ◦𝐴 is a bounded linear operator from 𝑋 → 𝑍 and show that

∥𝐵 ◦𝐴∥L(𝑋,𝑍 ) ⩽ ∥𝐵∥L(𝑌,𝑍 ) ∥𝐴∥L(𝑋,𝑌 ) .

Give an example each for when this estimate holds with equality or strict inequality.

Solution.

Linearity of the composition is a standard linear algebra result. Since 𝐴 and 𝐵 are both bounded, we
immediately obtain boundedness of 𝐵 ◦𝐴 because of

∥(𝐵 ◦𝐴) (𝑥)∥𝑍 = ∥𝐵(𝐴(𝑥))∥𝑍 ⩽ ∥𝐵∥L(𝑌,𝑍 ) ∥𝐴(𝑥)∥𝑌 ⩽ ∥𝐵∥L(𝑌,𝑍 ) ∥𝐴∥L(𝑋,𝑌 ) ∥𝑥 ∥𝑋

and accordingly the estimate ∥𝐵 ◦𝐴∥L(𝑋,𝑍 ) ⩽ ∥𝐵∥L(𝑌,𝑍 ) ∥𝐴∥L(𝑋,𝑌 ) .

This inequality does not necessarily holds with equality, but can. An example, where equality holds,
is if one of the two operators is the zero map. An example, where a strict inequality holds is linear
operators on 𝑋 = 𝑌 = 𝑍 = R2 defined by the matrices

𝐴 =

[
1 0
0 2

]
, 𝐵 =

[
2 0
0 1

]
, 𝐵𝐴 =

[
2 0
0 2

]
,

which alle have norm 2.

Equality holds when considering the setting where 𝐴 is applied twice, i. e., 𝐴2.

You are not expected to turn in your solutions.
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