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EXERCISE 4 - SOLUTION

Date issued: 6th May 2024
Date due: 14th May 2024

Homework Problem 4.1 (Angle condition implies admissibility) 2 Points

Prove Lemma 4.4 from the lecture notes, i.e. if the angle condition (4.8) holds with some 5 € (0, 1),
then the sequence d'¥) of search directions is admissible.

Solution.

We have
f’(x(k))d(k) = (Vf(x(k)),d(k)) = (VMf(x(k)),d(k))M.

The angle condition (4.8) implies

£ d® :
S s IV ) = O g > 0.
14 Im
(1 Point)
When the left-hand term goes to zero, then f’(x*)) must go to zero as well. (1 Point)
Homework Problem 4.2 (Efficient Step Sizes in Quadratic Steepest Descent) 4 Points

Show that both constant step sizes (as in § 3.3) as well as the Cauchy step size are efficient for the
steepest descent method (cf. Algorithm 3.6) for solving quadratic optimization problems of the type

1
minimize f(x) = ExTAx -b'x+c wherex € R"

withs.p.d. A e R"™" b eR", ceR.
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Solution.

For efficiency of step sizes a, we need to show that there exists a § > 0 such that, as long as d'¥) # 0,
we have that

1 (x0)y g(F)\2
f(x(k) +a(k)d(k)) < f(x(k)) Y f (—x ) (4.11)
ld® ||y
forall k > 0.
In the steepest descent scheme for quadratic functionals, we use
(K) — g1 — a1 an(®) _ 1y — _pg=lpr (o (RNT
d M™r M~ (Ax b) M7 (xY)
and therefore obtain
FEED) = ) = ) 4 aDa®) - £ )
_ %du«ﬂ AW g0 4 (Ax ) _ pyTg(h) k)
= ZIO ) — )
(2 Points)

The Cauchy step size corresponding to d*) are

, k
) (40) = =L (<19)d® _ 1Bl
dRTAgk) [l B2

(Note: This shows how the Cauchy step sizes measure the distortion of the M vs. the A isolines)
Accordingly:
1 2
FEED) = f@®) = 11d® 507~ 11d®3a®
k
1ld®,
- 2
2 [ld®1
1 f (x®)qt\?
K ( 1d® 14 )
(xR (k) \ 2
< 1 1 f(x*)d
2 )Lmax(A§ M) ||d(k) ||M

shows that the Cauchy step sizes are efficient for the M-steepest descent directions with § = m.
(1 Point)
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For a'®) = ¢ constant, we obtain

1
) = £(x0) = a O |20 = P e

OAmax (A; M
a (# _ 1) ||d(k) ||i4

2
(aamaxm; M) ) (f'(x<’<>>d<’<> )
=q|—m@8 -1 - <
2 1d®)|[ 1

where

(k) .
[— (—a AmazX(A’ M _ 1)

is positive whenever « € (0, /I(ZTM))’ which is exactly the condition we derived for the convergence
of the steepest descent scheme with constant step sizes in § 3.3. (1 Point)

Homework Problem 4.3 (Efficiency implies admissibility) 2 Points

Prove Lemma 4.8, i.e. if the sequence of step sizes a¥) is efficient, then it is also admissible.

Solution.
Suppose that a'¥) is efficient, i. e.,

(K (k)
0< Q(M

2
< (x(k)) _ (x(k) + a(k)d(k))
1d5) | ) / !

Therefore (4.10a) is clear. (1 Point)

To show (4.10b), suppose
f(x(k) + a(k)d(k)) —f(x(k)) 0.

Since 0 is strictly positive, this implies

7 ()Y g(F)
feta®
1d &g
which confirms (4.10b). (1 Point)
Homework Problem 4.4 (Armijo steplength is not admissible in general) 6 Points
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Show that the Armijo step sizes are not admissible in general.

2
Consider the function f : R — R, f(x) := % with M = 1, admissible search directions d¥) =
—27% 7 (x®)) and initial trial step size a*®) = 1 in the Armijo backtracking line search Algo-

rithm 4.11.

Hint: Show that for any starting point x(®) > 0 the generated sequence (x¥)) by Algorithm 4.2 is

. . _ (0) . _ .
monotonically decreasing, but converges to ¥ > % Then explain, why ¥ can not be a stationary

point and how this shows that the Armijo step sizes are not admissible.

Solution.

We have f”(x) = 7 and therefore d®) = —Z‘k%k) = —27k=2x (k)
First, we show by induction that (x¥)) is monotonically decreasing, i.e. 0 < x**1) < x() for all k.
For k = 0 it holds x(*) > 0 by choice and we have due to «(®) € (0,1]:

©
LU = 20 4 4040 _ 1(0) _ 5=2,,(0) (0) _ 1(0) (1 _ “T) <O

———
<1

Now let 0 < x**1) < x(¥) hold for some k and we show the claim for k + 1:

k+1 k k) g(k k al®) 3
K+ — (k) o (R) (k) — (k) 1 — < x®
2k+2
S
<1

and also by assumption and a¥) € (0, 1]

k)
NCINNT (1- “—) >0,

N , ok+2
>0 ——
>0
This shows the claim. (2 Points)
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)

Next, we show that x(K) > 5 for all k:
(k-1)
L) (1 @ ) (k-1)
ok—1+2
k-1 i
- ( _a ) (0)
+2
io 21+
k-1
> (1 — L) 50
= +2
i=0 2!
= 1
_ (0)
> 1—[ (1 21+2) x
i=0
~ 0.5775x")
We used that ¥ € (0,1] and (1 - z%) € (0,1) for any i. (1 Point)
Let = limg_,o x| then 0 < % < % < x(9. The only stationary point of f is given by f’(x*) =
xz* =0, 1e. x* = 0, hence X can not be a stationary point. (1 Point)

Also, we know that f(x) < f(y) for 0 < x < y and f(x) = 0 if and only if x = 0. Hence, we have by
continuity of f

+©
0 <f(7) < f(x®) < Fx®) vk
From f(x¥)) > 0 > —co for all k we deduce

lim () = £(©) > 0= f(x9) > oo

(k1) <y () s ) .
ST 02 ) (£ - fx)) > —o0
i=0
= Jim Fx® )y — f(x®) =0

(1 Point)

If the step sizes were admissible, this would directly induce

f, (x<k))d(k) k—o0
_
a5 ||
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However, it holds

xFgh) X gk-zy (k)Y _p-k—dy(k) )2 )

[d©y 2@y 2R 2 x|y 4

This shows that the step sizes can not be admissible. (1 Point)

Please submit your solutions as a single pdf and an archive of programs via moodle.
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