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1 Adam: A method for stochastic optimization (Kingma and Ba
2015)

Date: May 16, 2023

My role: Reviewer

1.1 Preparation

Explain how you prepared yourself for this role. Of course this depends on the role you had.

Possible questions to ask yourself: What did you read? Where did you look for information?

How did you structure your preparation? Which obstacles did you face? etc.

1.2 Re�ection

Re�ect on the role you played and on the meeting in general. Would you do something di�erent,

if you were to do it again? In this section you can write as much or as little as you like.
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2 ImageNet classi�cation with deep convolutional neural
networks (Krizhevsky, Sutskever, and Hinton 2017)

Date:

My role:

2.1 Preparation

2.2 Re�ection

3 Deep residual learning for image recognition (He et al. 2016)

Date:

My role:

3.1 Preparation

3.2 Re�ection

4 Attention is all you need (Vaswani et al. 2017)

Date:

My role:
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4.1 Preparation

4.2 Re�ection

5 Improving language understanding by generative pre-training
(Radford et al. 2018)

Date:

My role:

5.1 Preparation

5.2 Re�ection
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