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Homework Problem 12.1 (Projected conjugate gradient method) 5 Points

Implement the projected𝑀-preconditioned CG method Algorithm 13.2 and visualize the convergence

behavior of the method

Minimize

1

2

𝑑ᵀ𝐴𝑑 − 𝑏ᵀ𝑑

subject to 𝐵 𝑑 = 𝑐

for pseudo-randomized problem data (symmetric 𝐴 ∈ R𝑛×𝑛 , 𝑏 ∈ R𝑛 , 𝐵 ∈ R𝑚×𝑛
and 𝑐 ∈ R𝑚).

Homework Problem 12.2 (Generalized derivatives) 5 Points

(𝑖) Compute the Bouligand- and Clarke generalized derivatives for 𝑓 : R→ R, 𝑓 (𝑥) = |𝑥 | at every
𝑥 ∈ R.

(𝑖𝑖) Show that if 𝑓 : R𝑛 → R𝑚 is Lipschitz continuous on some neighborhood of 𝑥 ∈ R𝑛 , then
the Bouligand generalized derivative 𝜕𝐵 𝑓 (𝑥) and the Clarke generalized derivative 𝜕𝑓 (𝑥) are
nonempty and compact. In addition, 𝜕𝑓 (𝑥) is convex.

Homework Problem 12.3 (Semismooth NCP functions) 6 Points

Show that

Φmin(𝑎, 𝑏) B min{𝑎, 𝑏} “min” function, (13.8a)

ΦFB(𝑎, 𝑏) B
√
𝑎2 + 𝑏2 − 𝑎 − 𝑏 Fischer-Burmeister function (Fischer, 1992) (13.8b)

as functions from R2 → R
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(𝑖) are NCP functions (Definition 13.4).

(𝑖𝑖) are semismooth everywhere (Definition 13.7).

Homework Problem 12.4 (Detecting convergence in primal-dual active set strategies) 6 Points

Consider the primal-dual active set strategy (semismooth Newton, Algorithm 13.10) for the lower

bound constrained QP from the lecture notes with the iterates (𝑑 (𝑘 ) , ` (𝑘 ) , _ (𝑘 ) ), initialized with some

(𝑑 (0) , ` (0) , _ (0) ).

(𝑖) Show that the residual 𝐹 (𝑑 (𝑘 ) , ` (𝑘 ) , _ (𝑘 ) ) is nonzero only in its second component for 𝑘 ≥ 1.

(𝑖𝑖) Prove that when

A(𝑑 (𝑘 ) , ` (𝑘 ) ) = A(𝑑 (𝑘+1) , ` (𝑘+1) )

for some 𝑘 ∈ N (the primal-dual active index sets coincide for two consecutive iterations) then

(𝑑 (𝑘+1) , ` (𝑘+1) , _ (𝑘+1) ) is a solution of the constrained QP.

Please submit your solutions as a single pdf and an archive of programs via moodle.
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